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**Abstract**

The first stage of trust that us humans use is an idea. As Humans we must trust that the idea is not necessarily safe but that it’s an incentive to try. We use this as a thing that there is something in the idea that we would benefit from it. In Cybersecurity trusting an idea is very important. The idea is like the foundation and the start of something. For example, when apple was invented by Steve Jobs, it was an idea at first in the 80s and he put all that trust into his idea and eventually it worked out. Benefit is also a key factor in an idea, like how would it be good for you and your future. Second, Humans use Platform as a confidence in the trust. Rachel Botsman states 2 types of accountabilities we use in the trust of the platform, proactive and reactive. Proactive is being responsible for reducing the risk of bad things happening.
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Humans In Cybersecurity

**Introduction**

This Essay is about how we as humans nowadays put our trust in algorithms rather than thinking

If the algorithm is worthy of our trust. I especially agree with the fact that our brain is wired to

Automatically something that sounds good to us with it being efficient and time saving.

There are 3 patterns that humans usually look for in trust, an idea, the platform of the idea, and

The individual of the platform. The author Rachel Botsman explains how Humans use clues and

symbols to decide if a person is Trustworthy or not. I think that is sort of our form of

cybersecurity but from our brain, a human brain tries its best to find a weakness in trust when

communicating with another individual. Rachel Botsman uses an experience of hers, in which

her family trusted someone using their signals but later found out that person was not who they

thought she was. Rachel Botsman then goes on to talk about how humans think that we have

enough information about someone to trust them, she uses the quote” the illusion of information

can be more dangerous than ignorance”. Do you think that Humans put a lot of trust in

algorithms now? The answer is yes, the reason why we are putting more trust on algorithms is because they provide us with a better quality of life. We can now do things that we could never do before, and this has changed our lives for the better. Therefore it will be very important to ensure that these algorithms are being used correctly and also that they are being monitored properly as well.

It seems to me that nowadays we use algorithm to hold on to trusting someone more than our personal interaction, because people can act, and you won’t know about it. I think trust is a human cybersecurity because, we use it to process. When technology progresses in the future, it’ll be easy for humans to place more of their trust into it. The rise of technology would not only be bad for trust but, it’ll also be good thing for our provision to give us commending information to make us smarter. Technology has become a pillar of our lives. From the simple smart phones to the complex computers, we rely on technology for almost everything that’s important in our life. The rise of technology has transformed us from being mere mortals into super-humans with extraordinary abilities. We have come to depend on technology so much that it is now considered as an indispensable part of our lives, and we can’t imagine living without it. AI has been around for quite some time now and it has become very important because of how much we use it every day. We have always had computers that are able to do certain tasks, but they never really thought or learned like people do. AI allows us to put our trust into these machines so they can provide us with better results than we could ever get from ourselves. Personally, I use technology every single day because everyone needs it as a daily thing. It is crazy the way that technology has evolved to the point that we need it every day. The reason that I think that humans rely more on algorithm now to decide where to weigh in their trust is because, Algorithms are more efficient and effective than humans in many ways. For example, algorithms can be programmed to do the same task faster or better than a human could ever do it by hand. Me myself, I am starting to put more of my trust in algorithms because I find it to be the most efficient in what I am trying to find. I use this idea trust in uber rides, ratings and satisfactions and so on.

It seems to me that in this kind of digital age we are living in, it is like a Black Mirror episode. It revealed humans fully developing a sense of trust that heavily relied on technology and algorithms, then at the end it went horrible every single time and i hope that that wont happen to us. Cybersecurity beign humans way of defense, the speaker Rachel botsman and a lot of people that study this specific area think that letting our trust down is like letting our guard down to viruses like a computer. Conclusion In conlusion, The future of humans and algorithm trust is a matter of opinion. I think that the question is not so simple, because we can’t know what will be in the future. But it seems to me that this trend will continue for many years, and there are some suggestions about how we should act now. First of all, we need to understand more about algorithms. We should ask ourselves if they are good or bad for us? The answer depends on our values ​​and interests as individuals and society as a whole. If you want to protect your privacy then you must use encryption tools like Signal or. if you want to save money than use an application like Uber instead of taxi; if you want to avoid traffic jams then use public transport instead of private car; etc.. It’s up to each individual person which choice he makes in order not only his own but also other people’s lives who suffer from these decisions made by others (algorithms).
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